Optimized LSTM based on an improved sparrow search algorithm for power battery fault diagnosis in new energy vehicles
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Abstract. Rapidly and accurately diagnosing power battery faults in new energy vehicles can significantly improve battery safety. Aiming at the collected power battery historical fault data information, a power battery fault diagnosis method based on an improved sparrow search algorithm (ISSA) optimized LSTM neural network is proposed. First, typical fault types are screened out through statistical fault sample data, and feature extraction is carried out by using wavelet packet unsupervised learning, solving the problem that long time series signal features are difficult to extract and recognize. Second, to solve the uneven distribution problem in initial population randomization, which can result in slow process of the algorithm, the initial position of the sparrow population is initialized using piecewise chaotic mapping with a homogenized distribution. Then, the population’s optimal position in each iteration is perturbed using a variant of Gaussian difference, addressing the issue of the population easily converging to local optima. Finally, the hidden layer’s optimal number of neurons of LSTM neural network is optimized by improving the sparrow search algorithm. Solving the problems of randomness and the difficulty in selecting the hyperparameters of the LSTM, a feature matrix is used as the input of the LSTM for model training and fault diagnosis and classification. The effectiveness of this method is verified by comparative experiments. The results indicate that the improved Sparrow search algorithm proposed can improve the capabilities of power battery fault diagnosis.
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1 Introduction

China has emerged as the most global leader in the new energy vehicle sector, with the largest share of new energy vehicle ownership, representing 55% of the world’s total [1]. However, there are still many development bottlenecks and problems. The safety and reliability of power batteries are crucial as they serve as key and fundamental components [2]. Lithium-ion batteries are the preferred power battery in current power supplies. Fault diagnosis is a top priority for new energy vehicles as they rely on it as their energy resource.

Power battery fault diagnosis methods include knowledge-based, model-based, and data-driven methods. Knowledge-based fault diagnosis methods rely on knowledge of the battery mechanism as well as knowledge and experience accumulated over time [3]. Reference [4] establishes rules for detecting anomalous temperature rises and voltage drops to predict battery failures. Based on the probability of battery failure in order to assess the risk of real-time battery failure. The fault diagnosis method based on knowledge requires the creation of an expert knowledge base. However, its accuracy is compromised by the limited availability of actual fault data for new energy vehicles. The model-based fault diagnosis method starts with an equivalence circuit or electrochemical model of the lithium battery [5]. Various techniques, for instance, Kalman filtering and recursive least squares, are then employed to predict the state and determine the parameters of the battery model [6,7]. Reference [8] uses a recursive least squares (RLS) algorithm based on the mean difference model (MDM). Reference [9] develops a cell difference model (CDM) to determine cell microshort-circuit faults by estimating microshort-circuit (MSC) currents using the extended Kalman filter (EKF) and a recursive least squares (RLS) filter. Electrochemical models have also been used to diagnose battery faults such as overcharging, over discharging and internal short circuits [10]. Eventually, these methods assess the battery
failure state by comparing the residual signals generated. Nevertheless, above methods require highly accurate cell models, and the large number of computations make power battery fault diagnosis difficult.

The development of machine learning and artificial intelligence has resulted in an increase in the use of data-driven fault diagnosis methods, which have been a research focus. Reference [11] establishes a power battery voltage abnormality fault diagnosis model using the theory of the LSTM and mean difference model (MDM), and its diagnostic accuracy was 90.91%. Reference [12] uses a residual long short-term memory network to model the input–output relationship of a proton exchange membrane fuel cell system and used the model-based method to detect the faults of the fuel cell system, accelerating the training speed and improving the diagnostic accuracy. Reference [13] uses an LSTM neural network to predict the surface temperature and the internal temperature of a battery and determined the thermal fault of the battery by the temperature difference between the two and the temperature rise rate. In reference [14], a fault diagnosis method based on the isolated forest algorithm for lithium power batteries is proposed, and its over-detection effect in the fault diagnosis of lithium power batteries is verified. Reference [15] used the least squares method to merge the prediction results of ARIMA model and LSTM model to determine the discrepancy of individual cells and effectively improve the accuracy of voltage prediction. Compared with the methods based on the battery model, this type of method can theoretically effectively improve the fault diagnosis rate. Reference [16], a fault diagnosis method for electric vehicle power batteries based on a time-frequency diagram is proposed. It is verified by real vehicle data that the proposed method can identify the battery fault and advance the identification time. Reference [17] proposes a combined model-based and data-driven fault diagnosis scheme for lithium-ion batteries, and the several experiments of the single cell and the battery pack are conducted to verify the effectiveness and superiority of the developed method over the existing results. The fault types of lithium-ion battery packs for electric vehicles are complex, and the treatment is cumbersome. Reference [18] presents a fault diagnosis method for the electric vehicle power battery using the improved radial basis function (RBF) neural network. Reference [19] proposes a standardized fault feature comparison method to quantitatively study the sensitivity and robustness of different fault diagnostic methods for lithium-ion batteries under different failure degrees, ambient temperatures, state of charges, and aging levels. The diagnostic methods based on battery model, sample entropy and correlation coefficient are constructed. However, this more ideal effect is built on the basis of the availability of sufficiently large training data, which will inevitably increase the model training time. In addition, the robustness is poor, and the improvement of the fault diagnosis accuracy is limited.

Reference [20] optimizes a deep limit learning machine for diagnosing the SOH of lithium-ion batteries under random loading conditions by using a sparrow search algorithm improved by elite inverse learning and the Cauchy–Gaussian variational strategy, which has a high accuracy. Reference [21] uses elite inverse learning to initialize the population and introduced a random wandering mechanism so that they could be executed alternately. Reference [22] employs a small habitat optimization technique to enhance the optimization effect of the multi-objective sparrow search algorithm. In reference [23], chaotic mapping is introduced to adjust the main parameters of SSA, and a logarithmic spiral strategy is introduced to improve the sparrow search mechanism, increase the diversity of the population, and improve the ability to search the surrounding space. Reference [24] introduces sine-cosine and inverse learning strategies into the sparrow search algorithm and proposed a chaotic sparrow search algorithm that enhances the robustness and optimality search of the algorithm. Reference [25] proposes a novel algorithm to enhance the algorithm using reverse learning and chaos theory to enhance the stopping power of the SSA. However, due to their limitations, the above algorithms often suffer from the problems of excessive search time, ease of falling into local optima, and poor robustness during the iteration process.

A power battery fault diagnosis method is proposed based on the optimized LSTM neural network with improved sparrow search algorithm, and the current value, SOC value, average voltage value, battery temperature, maximum voltage number, minimum voltage number, maximum temperature number and minimum temperature number of five fault states in the power battery fault data set are used as detection signals. The feature extraction is performed by wavelet packet using unsupervised learning, the homogenized distribution piecewise chaotic mapping and Gaussian difference variant are optimized for the sparrow search algorithm, and the number of neurons in the hidden layer of the LSTM neural network is optimized by using the improved sparrow search algorithm, and the feature matrix is used as the input to the LSTM neural network for training the model, and the fault diagnosis and classification is performed. The experimental results show that by comparing the optimized LSTM neural network with the sparrow search algorithm and the LSTM neural network, the fault diagnosis accuracy can be effectively improved and the fault diagnosis time can be shortened. The main contributions of this paper can be summarized as follows:

- This paper establishes an improved sparrow search algorithm optimized LSTM fault diagnosis method for power battery, which can effectively improve the fault diagnosis accuracy and shorten the fault diagnosis time.
- Unsupervised learning is used for feature extraction, in order to tackle the problem that the features of long time series signals are difficult to extract and recognize in diagnosis.
- To solve the problem of the slow astringent of the algorithm, the initial position of the sparrow population is initialized by piecewise chaotic mapping, improving the astringent speed and global search ability of the algorithm.
- Perturbing the optimal position of the population at each iteration using Gaussian difference variants to solve the problem that the population tends to fall into local optima.
The number of neurons in the hidden layer of the LSTM neural network is optimized by improving the sparrow search algorithm to tackle the problems that hyper-parameter selection is random and difficult in the LSTM neural network.

2 Fundamental principle

2.1 Principle of SSA

The SSA was proposed based on the behavior of sparrow groups in nature to obtain food and avoid predators through teamwork [26]. In the sparrow search algorithm, the better adapted sparrows are more likely to obtain food. These sparrows are referred to as discoverers. They lead the group to forage for food. There is a clear division of labor in the foraging process of a group of sparrows: discoverers, followers and scouts. Suppose a population of n sparrows can be expressed as:

\[
x = \begin{bmatrix}
x_1^1 & x_1^2 & \cdots & x_1^n \\
x_2^1 & x_2^2 & \cdots & x_2^n \\
\vdots & \vdots & \ddots & \vdots \\
x_n^1 & x_n^2 & \cdots & x_n^n 
\end{bmatrix},
\]

where \( m \) is the dimension of the variables of the problem to be optimized.

Since the discoverers act as foraging guides for the population, to update the foraging search range, they need to constantly look for an expansive area and renewal their position. Therefore, in the iterative calculation of the sparrow population, the position renewal formula \( x_{m+1}^{i,n} \) of the finder is:

\[
x_{m+1}^{i,n} = \begin{cases} 
x_i^{i,n} \exp\left(\frac{-i}{a_1 \cdot \text{iter}_{\max}}\right) \cdot R_2 < ST, \\
x_i^{i,n} + a_2 \cdot R_2 \geq ST \end{cases}
\]

where \( x_i^{i,n} \) is the value of the nth element in the sparrow population, \( \text{iter}_{\max} \) is the number of iterable extremes of the population, \( a_1 \) and \( a_2 \) are uniform random numbers between (0, 1), \( R_2 (R_2 \in [0,1], \text{random value of a single individual sparrow}) \) and \( ST (ST \in [0.5, 1]) \) are the range values of the hazard and the safety, respectively, and \( c \) is the range value obeying the normal distribution of random numbers.

The followers’ position update formula \( X_i^{t+1} \) is:

\[
X_i^{t+1} = \begin{cases} 
Q \cdot \exp\left(\frac{X_i^{t+1} - X_i^{t}}{c^2}\right), i > NP/2 \\
X_i^{t} + |X_i^{t} - X_i^{t}| \cdot A^t \cdot L, \text{other} 
\end{cases}
\]

where \( X_i^{t} \) and \( X_i^{t} \) are the best and worst positions of the current global search by the discoverer, respectively; \( L \) is a \( 1 \times d \) matrix where all elements are 1s; and \( NP \) is the number of sparrow populations.

The location update formula \( X_{t+1}^{i,n} \) for the early warning agent is:

\[
X_{t+1}^{i,n} = \begin{cases} 
X_i^{t} + \beta |X_i^{t} - X_i^{t}|, f_i < f_b \\
X_i^{t} + K\left(|X_i^{t} - X_i^{t}| \right), f_i = f_b 
\end{cases}
\]

where \( \beta \) is a step control parameter that conforms to the nature of a normal distribution, \( K \in [-1, 1] \) is a random value, \( f_b, f_{b}, \) and \( f_w \) are the current fitness value of the ith sparrow, the current global optimal fitness value, and the worst fitness value, respectively, and \( \varepsilon \) is a constant that is infinitely close to but not equal to zero.

2.2 Principles of LSTM neural networks

LSTM network introduces a gating unit to solve the long sequence data long-term dependency problem to avoid gradient vanishing or explosion during network training to preserve the different time scale information features of each loop unit [27]. The composition of the LSTM unit is shown as Figure 1.

![Fig. 1. LSTM cell composition.](image)

The basic cell composition of the LSTM is shown in Figure 1. The LSTM network is calculated as follows:

1. The forgotten gate determines whether to retain the state information of the cell at the previous moment. The input of the forgotten gate is the hidden state \( h_{t-1} \) of the previous moment and the new input data \( x_t \), and the output is the value \( f_t \):

\[
f_t = \sigma(W_f [h_{t-1}, x_t] + b_f).
\]
The input gate processes the information learned from the input $x_t$, the previous moment state $h_{t-1}$, and the output $f_t$ of the forgotten gate. It then determines which information to retain to obtain the output memory gate value $i_t$ and current cell state $t$.

$$
i_t = \sigma(W_i [h_{t-1}, x_t] + b_i),$$  

$$\tilde{C}_t = \tanh(W_{c} [h_{t-1}, x_t] + b_c).$$

The output gate calculates the cell state $h_t$ at the current moment and the output $O_t$ based on the input $x_t$, the hidden layer state $h_{t-1}$ at the previous moment, and the cell state $t$ at the current moment.

$$h_t = O_t \times \tanh(C_t),$$  

$$O_t = \sigma(W_o [h_{t-1}, x_t] + b_o).$$

In the above equation, $W_f, W_i, W_o, W_c, b_f, b_i, b_c$ and $b_o$ equivalent to the weight matrix and bias of each gate, and $\sigma$ denotes the sigmoid function.

3 Fault diagnosis model based on improved SSA-LSTM

3.1 Fault feature extraction

Figure 2 shows the process of transforming the raw state signals into network inputs by the wavelet packet decomposition method. First, the original signal is divided into multiple sample segments with a total of $m$ data points. Then, the sample segments are decomposed by wavelet packet decomposition to obtain one-dimensional wavelet coefficient matrices of the same length. Since the wavelet packet decomposition has 8 layers and the length of the original signal in the test is $m$, $m$ wavelet coefficients of the 8th layer can be obtained, which leads to the dimension of the one-dimensional wavelet packet coefficients matrix used as $1 \times m$.

3.2 Improved SSA

3.2.1 Piecewise chaotic mapping

Chaos is a kind of random nonlinear phenomenon that exists universally in nature, and it can usually be detected in deterministic nonlinear systems [28]. The chaos phenomenon has the characteristics of stochasticity, ergodicity and regularity, and piecewise mapping, as a typical representative of chaotic mapping, has better chaotic characteristics and ergodicity than those of logistic one-dimensional mapping. Figures 3 and 4 show the frequency diagrams of the generated values of piecewise mapping and logistic mapping, respectively. It can be known that the piecewise mapping has a more homogeneous distribution than the logistic mapping.

The SSA randomly generates the initial population, which may be unevenly distributed. Thus, the algorithm may converge slowly and easily fall into local optima. Piecewise chaotic mapping aims to generate a uniform partition in stochastic space as against the sequence of coincident numbers. To solve the problem that the initial population randomization of the sparrow search algorithm is prone to generating an uneven population distribution, which results in the slow convergence of the algorithm, the
sparrow population’ position is initialized by using uniform distribution piecewise chaotic mapping. This approach enhances the algorithm’s ability to search globally and speeds up convergence. The specific process of sparrow population initialization by piecewise mapping is as follows. First, an m-dimensional vector representing an initial individual is randomly generated in [0,1]. Then, for equation (4), each of its dimensions is substituted to iteratively derive $i_{+1}$ new individuals and the values of the variables resulting from the homogeneous distribution of the slice mapping are mapped onto individual sparrows. The piecewise chaotic mapping expression is as follows:

$$\begin{align*}
x_{i+1} = \begin{cases} 
  x_i, & 0 \leq x_i \leq P \\
  x_i - P, & 0.5 - P \leq x_i \leq 0.5 \\
  0.5 - P, & x_i \leq 1 - P \\
  1 - x_i, & 0.5 \leq x_i \leq 1 \\
  1, & P \leq x_i \leq 1 
\end{cases}
\end{align*}$$

(10)

where $P \in (0, 1)$, $x \in (0, 1)$, and $x_{i+1}$ is the individual sparrow after the $i_{+1}$st mapping iteration.

3.2.2 Gaussian difference variation

During the iteration process, the Gaussian differential variation algorithm perturbs the optimal position of the population, resulting in a larger bias in the neighborhood of the current mutant individual compared to the traditional differential variation algorithm. This increases the likelihood of the algorithm jumping out of the optimal location. When using the greedy approach, the population’s optimal position is only updated if the perturbed position is superior, otherwise the optimal position stays unchanged. The Gaussian difference variant is expressed in the following formula:

$$L' = k_1 \times g_1 \times (X^* - X_b^{'}) + k_2 \times g_2 \times (X_{rand} - X_b^{'})$$

(11)

where $k_1$ and $k_2$ denote the weight coefficients, $g_1$ and $g_2$ denote the Gaussian-distributed random numbers with a mean of 0 and a variance of 1, $X^*$ means the population-optimal sparrow position, $X_{rand}$ expresses the random sparrow position, and $L'$ expresses the position after Gaussian differential variation.

Following the perturbation, the position with the best fitness is selected as the optimal position for the current iteration. Equation (12) shows the method used to update the best position of the population.

$$X_b^{' \prime} = \begin{cases} 
  L', f(L') < f(X_b^{'}) \\
  X_b^{'}, f(L') \geq f(X_b^{'}) 
\end{cases}$$

(12)

where $f(L')$ and $f(X_b^{'})$ denote the fitness values of the postdisturbance and predisturbance positions, respectively.

3.3 Based on wavelet packet feature extraction and improved SSA-LSTM fault diagnosis model establishment

To obtain the optimal number of neurons in the hidden layer of the LSTM and to enhance the fault diagnosis accuracy of the LSTM neural network model, an unsupervised feature extraction and a supervised classification fault diagnosis method with improved SSA-LSTM is proposed. The implementation steps are as shown below:

- The wavelet packet decomposition method is used to extract the time-domain signaling components in different frequency bands of the original fault data, and the decomposed signal is subjected to finite quantized feature
extraction. The quantized feature samples are used as input to the model and are split into a training sample set and a test sample set.

- The parameters of SSA, including population size, number of discoverers and followers, search range, search dimension, maximum number of iterations, learning rate, and other relevant parameters, are initialized.

- According to equation (10), the sparrow population is initialized by homogenizing the distribution piecewise chaotic mapping and determining the individual sparrow position vector.

- The fitness value of the $i$th sparrow, the current global optimal fitness value and the worst fitness value, $f_i$, $f_b$, and $f_w$, respectively, are calculated. Then, the optimal fitness, the worst fitness and their positions are determined. The discoverer position is updated according to equation (2). The optimal solution of the previous generation affects the position of the discoverer, and the follower and scout positions are updated according to equations (3) and (4), respectively.

- The optimal sparrow is perturbed using the Gaussian difference variant of equation (11), and the optimal sparrow position and fitness value are updated according to equation (12).

- Finally, the optimal solution location is obtained. Determine whether the termination condition of the optimal solution is satisfied and output the optimal number of hidden layer neurons of the LSTM. If the termination condition of the optimal solution is not satisfied, back to step (4) and proceed to search.

- The LSTM model is trained using the optimal hidden layer neuron number and learning rate obtained from the improved SSA search.

- Fault identification and classification are realized through the softmax layer, and then the diagnosis of power battery faults is completed.

The improved SSA-LSTM fault diagnosis process is shown as Figure 5.

4 Experimental results and analyses

4.1 Description of data

To ensure the safe operation of new energy vehicles and promote the development of the new energy vehicle industry, China has established the National Regulatory Platform for New Energy Vehicles (hereinafter referred to as the platform). The data collection process of the platform mainly involves acquiring vehicle operation data based on multiple sensors, which are gathered in the Telematics Box (T-Box) and then transmitted to the storage server of the platform via a wireless network. The platform currently includes 61 data items, including vehicle data, power battery system data, drive motor data and vehicle position data. Common data items include vehicle speed, accumulated mileage, SOC, total voltage of the power battery system, individual voltage, current, probe temperature value, and so on.

The battery fault data used in this paper are collected from this platform, and the extraction requirements of the in-vehicle data can be specifically referred to as GA/T 1998–2022 “Technical Specification for the Extraction of Electronic Data from Automotive Vehicles”. The data are collected once every 10 s, with a sampling accuracy of 1 mV. The power battery of a certain electric vehicle is finally
collected with various parameter information under normal and fault states. The parameters include battery current, SOC, total voltage, single unit voltage, single unit temperature, highest voltage single unit number, lowest voltage single unit number, highest temperature single unit number, and highest temperature single unit number. The information from each parameter corresponds to the type of battery fault. The type of battery studied is a ternary material battery containing 174 single cells, with a standard operating voltage of 3.6 V for a single cell, an upper charging voltage of 4.15 V, a lower discharging voltage of 2.8 V, and a sustained discharging current that must not exceed 480 A in 10 s and 300 A in 60 s.

Five fault states, SOC jumping, SOC too high, SOC too low, single cell overvoltage and single cell undervoltage, are selected from the raw data, and each fault data point is labeled with a good corresponding label. The fault types are as follows: 1-SOC jumping; 2-SOC too high; 3-SOC overvoltage; 4-SOC overvoltage; and 5-single cell undervoltage. Five fault states in the power battery fault data set are extracted by wavelet packet energy features for fault diagnosis.

The sample data under each of the five fault states are selected as 800 groups, totaling 4000 groups, and each group of fault data contains 8 fault features, totaling 32000 data points. Wavelet packet decomposition is performed on the obtained samples to obtain wavelet packet coefficients of the same length, and 4000×1×8 wavelet packet eigenvalues can be obtained by processing each fault sample segment, of which 3200 groups of data are selected for the training set and 800 groups of data are selected for the test set by the Randperm function. Some sample data are shown as Table 1.

### Table 1. Partial sample data.

<table>
<thead>
<tr>
<th>Number</th>
<th>I/A</th>
<th>SOC</th>
<th>U/V</th>
<th>Temp/°C</th>
<th>Hv_n</th>
<th>Lv_n</th>
<th>Ht_n</th>
<th>Lt_n</th>
<th>Fault number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.799988</td>
<td>100</td>
<td>3.3362</td>
<td>35</td>
<td>0.0954</td>
<td>0.0949</td>
<td>1.0030</td>
<td>1.0000</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>5.700012</td>
<td>97</td>
<td>3.2828</td>
<td>38</td>
<td>0.0863</td>
<td>0.0863</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>8.400024</td>
<td>32</td>
<td>3.1046</td>
<td>50</td>
<td>0.0632</td>
<td>0.0636</td>
<td>0.9969</td>
<td>1.0000</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>7.500000</td>
<td>31</td>
<td>3.0874</td>
<td>49</td>
<td>0.0643</td>
<td>0.0647</td>
<td>0.9937</td>
<td>1.0000</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2.200012</td>
<td>92</td>
<td>3.3247</td>
<td>43</td>
<td>0.0772</td>
<td>0.0772</td>
<td>1.0000</td>
<td>1.0000</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>9.099976</td>
<td>99</td>
<td>3.3017</td>
<td>39</td>
<td>0.0833</td>
<td>0.0833</td>
<td>1.0000</td>
<td>1.0031</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>2.799988</td>
<td>82</td>
<td>3.9547</td>
<td>31</td>
<td>0.1276</td>
<td>0.1276</td>
<td>1.0000</td>
<td>1.0000</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>2.599976</td>
<td>100</td>
<td>3.3569</td>
<td>47</td>
<td>0.0711</td>
<td>0.0711</td>
<td>1.0000</td>
<td>0.9970</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>10.59998</td>
<td>96</td>
<td>4.1053</td>
<td>36</td>
<td>0.1140</td>
<td>0.1140</td>
<td>1.0000</td>
<td>1.0000</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>16.59998</td>
<td>93</td>
<td>4.0789</td>
<td>36</td>
<td>0.1133</td>
<td>0.1133</td>
<td>1.0000</td>
<td>1.0000</td>
<td>5</td>
</tr>
</tbody>
</table>

4.2 Fault diagnosis based on ISSA-LSTM neural network model

When the training set samples are input, iterative training using the ISSA algorithm can result in the optimal position of the sparrow, i.e., the optimal number of hidden layer neurons of the LSTM neural network. The ultimate goal of fault diagnosis is to achieve the accurate classification of different kinds of fault types. The percentage of the optimized metric for fault diagnosis classification is used as the fitness function, as shown in equation (13). The improved SSA-optimized LSTM fitness curve is shown in Figure 6.

\[
\text{Fitness} = 100 \times (1 - \text{curve}), \quad (13)
\]

where \( \text{curve} \) is the optimal solution after each iteration.

As observed in Figure 6, after 2 iterations, the fitness value reaches the best for the first time, and the overall trend is more stable. From this, it can be concluded that when optimizing the LSTM hyperparameters, the improved SSA can be used for parameter optimization, allowing the algorithm to reach convergence faster, reducing the optimization time and better improving the optimization accuracy.

The classification capabilities of the LSTM neural network model are largely affected by the hyperparameters. Therefore, the number of neurons in the hidden layer of the LSTM neural network is trained using the improved SSA algorithm to iteratively find the optimal value. The parameters of the ISSA-LSTM model are shown as Table 2.
To assess the effectiveness of this method in testing accuracy, the power battery fault dataset is input into an optimized LSTM neural network using wavelet packet extraction and an improved sparrow search algorithm, the results of which are shown in Figures 7 and Figure 8. It can be observed that the improved sparrow search algorithm–optimized LSTM reaches the accuracy of 97% for the overall identification of the test.

### 4.3 Comparative test analyses

To further validate the superiority of the wavelet packet decomposition-based and improved SSA-LSTM fault diagnosis method and to assess the fault feature extraction and recognition abilities of the model, the capability of the optimized LSTM with the SSA and the single LSTM neural network with the same fault diagnosis method used in this paper are tested using the same data and fixed ratio of the training and test sets. In the comparison experiments, the same test conditions are used. The neural network model test parameters are shown as Table 3, and results of the test are shown as Figures 9 and Figure 10.

From Figures 7–Figure 10, it can be observed that the proposed improved SSA-LSTM fault diagnosis model has the best classification effect compared to that of the other 2 models, with a value of 97%. The correct diagnosis rates of SSA-LSTM and LSTM are 96.25% and 94.625%, respectively. The algorithm in this paper can perfectly distinguish 5 different fault types, while the remaining 2 methods are slightly less effective. It can be shown that the improved SSA-LSTM has higher reliability and superiority for power battery fault diagnosis.

The diagnostic performance of the models is evaluated by the confusion matrix, accuracy, and diagnostic time, and the different models’ confusion matrix is shown as Figure 11, where displays the number of predicted and real fault types on the horizontal and vertical axis, respectively. The diagonal line represents the number of accurately classified samples, while the off-diagonal line represents the number of incorrectly classified samples. Table 4 shows the accuracy and diagnosis time of different models.

Based on the results presented in Figure 12 and Table 4, it is evident that the accuracy of the proposed ISSA-LSTM model has significantly improved to 97%, surpassing other fault diagnosis models. Furthermore, the ISSA-LSTM model proposed in this study exhibits the shortest diagnosis time when compared to other models, and showing the model has good robustness. Therefore, the proposed method has good credibility and accuracy in engineering.

### Table 2. Improved SSA-LSTM parameters settings.

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Network parameters</th>
<th>Numerical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Number of neurons in the first hidden layer</td>
<td>295</td>
</tr>
<tr>
<td>2</td>
<td>Number of neurons in the second hidden layer</td>
<td>206</td>
</tr>
<tr>
<td>3</td>
<td>Dim</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>The number of sparrow populations</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>MaxEpoch</td>
<td>200</td>
</tr>
</tbody>
</table>
The accuracy of the overall recognition of the test set: 97%

Fig. 8. The test set predicts the error of the results.

Fig. 9. (a) SSA-LSTM tests the classification results; (b) SSA-LSTM tests the classification result error.

Table 3. Neural network model parameters.

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Model of algorithm</th>
<th>The hidden layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sparrow search algorithm optimize LSTM</td>
<td>300 113</td>
</tr>
<tr>
<td>2</td>
<td>LSTM</td>
<td>64 120</td>
</tr>
</tbody>
</table>

Objectives

Comparison of predicted and actual values of LSTM neural network test set

The accuracy of the overall recognition of the test set: 94.625%

True value     Predicted value

Bias of prediction

Fig. 10. (a) LSTM tests the classification results; (b) LSTM tests the classification result error.

Fig. 11. Confusion matrix of each model.

Table 4. Different comparative experimental results.

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Fault diagnosis method</th>
<th>ACC/%</th>
<th>Diagnosis time/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WPD and improved Sparrow search algorithm optimize LSTM</td>
<td>97</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>Sparrow search algorithm optimize LSTM</td>
<td>95.875</td>
<td>53</td>
</tr>
<tr>
<td>3</td>
<td>LSTM</td>
<td>94</td>
<td>105</td>
</tr>
</tbody>
</table>
5 Conclusion

Aiming at the problem of the low accuracy rate of power battery faults in new energy vehicles, a fault diagnosis method based on wavelet packet feature extraction and an ISSA to optimize a long short-term memory neural network is proposed. The preprocessed fault data are input into a wavelet packet, and the stable high frequency and low frequency trend components are extracted to eliminate the interference of random disturbance signals. The unsupervised learning method is used for feature extraction to form the feature matrix, avoiding missing features caused by manual feature extraction, which affects the fault diagnosis effect. The SSA is improved by using the homogenized distribution of the piecewise chaotic mapping and Gaussian difference variant, which effectively increases the convergence speed and avoids the problem of the fault diagnosis accuracy. In addition, the problem of the algorithm being trapped in a partial optimum is avoided. The improved sparrow search algorithm optimizes the number of LSTM’s hidden layer, adopts the stronger ability of the LSTM to process time series, explores the data features at a deeper level, and possesses stronger generalization and diagnosis abilities. The results of experiments show that when comparing the SSA-LSTM and LSTM fault diagnosis models, the fault diagnosis method based on wavelet packet feature extraction and the improved SSA-LSTM neural network has a better automatic feature extraction effect and higher fault diagnosis accuracy, and the proposed method has a certain application reference value.

The optimized LSTM model for sparrow search algorithm performs well in diagnosing power battery faults in new energy vehicles. However, further theoretical exploration is needed to optimize the model’s internal structure and combine it with other optimization algorithms to improve fault diagnosis accuracy and shorten identification time. The introduction of migration learning techniques may also enhance the model’s effectiveness in diagnosing power battery faults. Additionally, investigating the extension of the ISSA-LSTM model for fault diagnosis in other industries or domains can verify its generality and applicability.
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