Combined D-optimal design and generalized regression neural network for modeling of plasma etching rate
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Abstract. Plasma etching process plays a critical role in semiconductor manufacturing. Because physical and chemical mechanisms involved in plasma etching are extremely complicated, models supporting process control are difficult to construct. This paper uses a 35-run D-optimal design to efficiently collect data under well planned conditions for important controllable variables such as power, pressure, electrode gap and gas flows of Cl₂ and He and the response, etching rate, for building an empirical underlying model. Since the relationship between the control and response variables could be highly nonlinear, a generalized regression neural network is used to select important model variables and their combination effects and to fit the model. Compared with the response surface methodology, the proposed method has better prediction performance in training and testing samples. A success application of the model to control the plasma etching process demonstrates the effectiveness of the methods.
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1 Introduction

As the semiconductor manufacturing moves forward nanofabrication, the variability of device and circuits parameters induced by fabrication equipment and environment becomes an important problem affecting IC quality and yield improvement [1]. Many approaches on characterizing, controlling and optimizing of complex processes have been developed to control the variability and maximize the process yield over the years [2,3]. Response surface methodologies and neural networks are usually used to construct the empirical model that describes the relation of the critical process response with the important input parameters [2,3]. Then the manufacturing process is optimized and controlled using these empirical models.

Nowadays, as plasma etching process is the mostly used method to transfer pattern in semiconductor manufacturing, it plays a key role in the variability control and the yield improvement of devices and circuits. Researchers have developed models for plasma etching process using physical theory, statistical design of experiment, and neural network, etc. Because modern plasma etching process involves physical and chemical mechanisms, theoretical modeling based on principles is difficult to construct. In addition, it has some limit in the process control and optimization application, especially processes real-time control due to the model size and complexity [4–6]. So as an alternative to first principle models, empirical models based on statistical design of experiment plays an important role in plasma etching control and optimization [7]. In the research on statistical modeling of semiconductor process, neural network has shown more advantages than response surface methodology (RSM) for plasma etching in accuracy and robustness. In recent years, various network structures have been applied in plasma etching modeling [8,9]. For example, Kim and Park used RBFN for the plasma etching process modeling [9–11]. Compared to traditional response surface methodology, the neural network model based on RBFN increased more than 40% in the prediction ability of etching rate.

The choice of experimental design and neural networks structure is a key problem in statistical modeling of plasma etching process. In this paper, a generalized regression neural network combined with D-optimal design is used to modeling the etching rate in the plasma etch process. The rest of the paper is organized as follows. Section 2 describes the plasma etching process and equipment. Experimental design and experiment are discussed in Section 3. Detailed modeling process is provided in Section 4. The last section is the conclusion.

2 Plasma etching equipment and process

A schematic diagram of an experimental plasma etch system is shown in Figure 1. The etching apparatus consists
Table 1. Experimental factors, ranges and levels.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Ranges</th>
<th>Experimental levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (A)</td>
<td>(100, 300) w</td>
<td>(100, 200, 300) w</td>
</tr>
<tr>
<td>Pressure (B)</td>
<td>(250, 450) mT</td>
<td>(350, 400, 450) mT</td>
</tr>
<tr>
<td>Electrode Gap(C)</td>
<td>(0.5, 1.5) cm</td>
<td>(0.5, 1, 1.5) cm</td>
</tr>
<tr>
<td>Cl₂ Flow (D)</td>
<td>(50, 100) sccm</td>
<td>(50, 66.66, 83.84, 100) sccm</td>
</tr>
<tr>
<td>He Flow (E)</td>
<td>(100, 200) sccm</td>
<td>(100, 133.33, 166.66, 200) sccm</td>
</tr>
</tbody>
</table>

3 Experimental design and D-optimal design

3.1 Experimental factors and respective chosen levels

Five process input parameters shown in Table 1 are chosen as input variables in modeling of the plasma etch process. Modeling of plasma etching process revealed significant nonlinearity in all responses in recently year. Quadratic effects of input parameters should be considered. In addition, based on plasma etching theory and experience of process engineer, different input factors are different in importance for polysilicon etching rate. In polysilicon etching process, Cl₂ is the reactant gases, and Helium can improve the uniform and anisotropy. These two parameters are more important than others. Therefore, four levels in ranges of Cl₂ and Helium gas flow are chosen, while three levels for RF power, chamber pressure, and electrode gap. Table 1 shows the input parameters, their respective range, and the chosen levels in the modeling experiment.

where $R_v$ is the mean vertical poly etch over the five points, and $R_{ox}$ is the mean oxide etching rate.

The critical input parameters in plasma etching are RF power, chamber pressure, electrode gap, and gas flow. Inert gas, such as Helium in this experiment, is often added to standard Cl₂ etch recipes in order to enhance etch uniformity. Helium flow has an important effect on an anisotropy. Therefore these six input parameters including RF power, reactor pressure, electrode gap, Cl₂ flow rate and He flow rate should be considered in modeling of polysilicon etching rate.

3.2 D-optimal design and experimental plan

The statistical modeling is usually based on design of experiment data, as well as neural network. How to design the experiment plan is critical for modeling of etching rate. The collected data according to the experiment plan generated by DOE should completely represent the properties of the process. However, the DOE data is limited as experiment costs a lot. In addition, the experiment plan should
avoid events that should not be performed in the experiment because of the limitation of the equipment ability. For example, the plasma etching equipment in this research cannot run in condition of low chamber pressure combined with high gas flow.

Traditional experimental design like factorial design and response surface design do not meet the situation. In this paper the D-optimal design was explored to generate the experiment plan because of its following unique features:

(1) D-optimal design allows for a flexible number of experiments, depending on the experimental cost.
(2) D-optimal design can deal with the different levels of experiment factors.
(3) Through constraint condition in optimization process of D-optimal design is chosen based on the equipment control ability, the experiment plan generated by D-optimal design can avoid the runs that cannot carry on in the equipment.
(4) Because D-optimal design is best suited for the known model structure, the knowledge of the physical theory and process engineers on the equipment and process can be considered in the experimental design process.

In order to generate a D-optimal design for plasma etching process in this study, the etching rate model structure described as following is used:

\[ y = \beta_0 + \sum_{k=1}^{5} \beta_k x_k + \sum_{j=1}^{3} \sum_{k=j}^{3} \beta_{kj} x_j x_k + \beta_4 x_4^2 x_5 + \beta_44 x_4^3 + \beta_555 x_4 x_5^2 + \beta_555 x_5^3, \]  

where \( x_i \) represents the input variables, and \( \beta_i \) represents the model coefficient.

The D-optimal design criterion is used to choose the runs from the set of 432 \((3^4*3^4*3^4)\) possible experimental combinations. Considering the experimental budget and the data requirement of modeling, the experimental plan including 35 runs is generated from the possible experiment combinations.

4 Modeling of plasma etching rate

Neural networks have been popular in semiconductor process modeling because of their ability to learn complex nonlinear system. Plasma etching process involves physical and chemical theory. In past work on modeling of plasma etching process, it has been shown that neural networks offer superior modeling capabilities as compared to statistical techniques. However, neural networks have various structures and training algorithms used to implement neural network learning. Model accuracy is greatly influenced by the structures and training algorithms. In neural network modeling, back-propagation neural network (BPNN) and radial basis function neural network (RBFN) are frequently used for modeling of plasma etching process. But BPNN and RBF model are too complicated for many training factors. In addition, the experiment data are limited due to the experiment cost and the plasma etching process complexity. The prediction ability of model trained by the same data based on the various network structures may be significantly different. For the specific experiment data, it is enough for some networks, but is not for others. BPNN and RBF usually need more train samples than a generalized regression neural network [12]. Therefore, for the plasma etching equipment and process in this research, a generalized regression neural network is adopted to learn process response from 35 samples data generated by D-optimal design without prior knowledge.

4.1 GRNN structure and parameters setting

Generalized regression neural network was proposed by Specht as an alternative to back-error propagation training algorithm for feedforward neural networks. A general structure of the GRNN can be illustrated as in Figure 3. As it can be seen from Figure 3, the GRNN consists of three layers of nodes: the input layer, the hidden layer (including the pattern layer and the summation layer), and the output layer.

The input layer translates the input parameters in training sample sets to the GRNN. So each input unit in the input layer respectively corresponds to input parameters. Each unit in the pattern layer represents a training pattern. The summation layer will perform the summing operation as for the upper and lower parts. The final output of network is obtained at the output layer. For the experiment data sets including six input parameters, one output response and 35 runs data, the number of input units, pattern units and output units are 6, 35 and 1, respectively.

4.2 Modeling of plasma etching rate

The model is constructed by using the Matlab neural network toolbox. The model parameters for GRNN include the numbers of input layer, hidden layer neurons and the SPREAD, where SPREAD is chosen by an operator for

![Fig. 3. A schematic of GRNN structure.](image-url)
Table 2. Comparison of GRNN and Response surface models prediction performance.

<table>
<thead>
<tr>
<th>Run</th>
<th>Experiment result</th>
<th>Prediction of GRNN model</th>
<th>Prediction of response surface model</th>
<th>Prediction error of GRNN model (%)</th>
<th>Prediction error of response surface model (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3251.40</td>
<td>3151.55</td>
<td>2380.32</td>
<td>3.07</td>
<td>24.47</td>
</tr>
<tr>
<td>2</td>
<td>3458.20</td>
<td>3481.90</td>
<td>3162.27</td>
<td>0.69</td>
<td>9.18</td>
</tr>
<tr>
<td>3</td>
<td>4006.20</td>
<td>3335.08</td>
<td>2937.77</td>
<td>16.75</td>
<td>11.91</td>
</tr>
<tr>
<td>4</td>
<td>5200.00</td>
<td>5289.43</td>
<td>5043.60</td>
<td>1.72</td>
<td>4.65</td>
</tr>
<tr>
<td>5</td>
<td>4129.00</td>
<td>3802.68</td>
<td>3856.27</td>
<td>7.90</td>
<td>1.41</td>
</tr>
</tbody>
</table>

Average prediction errors (%): 6.03 10.32

4.3 Prediction performance of models

The GRNN model of plasma etching rate can be used to predict the response in the different input conditions. In the area around the possibility optimal process input, five input combinations are chosen randomly to evaluate the prediction ability of the model. The results of the model prediction and experiment are shown in Table 2. Table 2 also show the prediction result of the statistical regression model. The mean prediction errors of the GRNN and statistical regression models are 6.03% and 10.32%, respectively. Compared to the statistical regression model, the plasma etching rate GRNN model shows much improvement in the prediction ability.

The model with an average prediction error of 6% is used in the process control. With this model, the etching end point, which is directly related to etching time, can be obtained for the specified etching thickness in the different input conditions. In addition, the process can be diagnosed whether it works normally through the comparison of the model prediction with the actual result.

5 Conclusion

This paper discussed an effective method using D-optimal design combined with generalized regression neural network for plasma etching process modeling. Considering the various role of six input parameters (including the power, the pressure, the gap and the gas flow of Cl₂, He) and underlying model forms in plasma etching based on theoretical knowledge and engineer experience, D-optimal design is adopted to generate the sampling plan. Based on the experiment data, generalized regression neural network is used to develop the model of the plasma etching rate which
is the most important output response in plasma etching process. Compared to the response surface model, the GRNN model achieves a better prediction performance. The model constructed by the method has been successful applied in the plasma etching process control and the end point prediction of etching process.
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