Sampling strategies and long term variation modelling for a statistical feed-forward controller
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Abstract. The Statistical Feed-Forward Control Model (SFFCM) relies on a sequence of specification adjustments made on subsets of a population to counter the influence of the long time component of the variation. The difficulty strives in finding a proper estimate for the measure of the central tendency of each subset to minimize the number of the required adjustments. By means of simulating the assembly of two components having high dimensional variation, forty experiments were designed to compare the individual influence of different factors such as the number of adjustments, the sampling strategy and two measures of central tendency: the sample mean and the cumulative de-noised average. Simulation results showed that, regardless of the sampling strategy but keeping the inspection rate at 20%, the use of the cumulative de-noised average instead of the sample mean made possible to reduce the number of adjustments by 20%. Thus, while the shift mean of the resulting assembly was decreased by 90%; the standard deviation was reduced by 15%. Hence, the selection of a proper central tendency measure is crucial when modeling the long time variation. The cumulative de-noised average proved to be a valid alternative.
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1 Introduction

SFFCM has been conceived as an alternative to help controlling those processes in which the cumulative dimensional variation of the assembled components is in the order of magnitude of the nominal tolerance of the whole assembly. However, different from classical approaches, SFFCM focuses on managing the specifications and the tolerances of the inner components rather than on neutralizing the influence of the sources of variation.

To apply SFFCM the population under study has to be divided in subsets of units produced consecutively in a short time interval from which some will be drawn for inspection. Through this work the individual influence of the subset size, the sampling strategy and the central tendency measure on the detection and modeling of the long time variation was revealed with the help of forty specific experiments that were replicated seven hundred times each.

To carry out the experiments the manufacture of a lot of one thousand assemblies made of two types of components was simulated. The numbers corresponding to the normally distributed dimensions of the components were generated using Monte Carlo Methods.

The influence of the factors was measured in terms of the process’ ability to produce assemblies within the required assembly specifications. In practice, it was quantified by the reduction achieved in both the mean shift and the standard deviation of the dimensional values of the resulting assemblies and by the number of the required adjustments.

Simulation results showed that, independently of the sampling strategy but keeping the inspection rate at 20%, the mere use of the cumulative de-noised average as central tendency measure of the population’s subsets made possible to reduce the number of adjustments by 20% and still keep the effectiveness of the controller.

2 Statistical dynamic specifications method (SDSM)

SDSM is a collection of steps to help managing dimensional specifications and tolerances of the inner components of an assembly [1–3].

Let \( L_{assy} \) and \( t_{assy} \) be the target and tolerance of a given assembly whose two components’ specifications have been set to \( L_i \) and \( t_i \) [4], p. 14. Let the variation of \( L_1 \) be composed by a random and a long term component (Fig. 1).

\[
L_{assy} = L_1 + L_2
\]

\[
t_{assy} = \sqrt{t_1^2 + t_2^2}.
\]
If a small subset were taken from the population of Component 1 (Fig. 1) [5], p. 192, it would be discovered that 99.73% of the units lay in the band $\mu_{1,\text{sub}} \pm 3\sigma_{1,\text{sub}}$. Since the influence of the long time variation is only partial, the standard variation of the subset is expected to be smaller than the one of the whole lot.

It is reasonable to think that, at least for this subset, the nominal tolerance $t_1$ had not been fully used and that part of it could have been spared to complement the nominal tolerance $t_2$ of a matching subset of Component 2. In fact, it would have been possible to have another tolerance $t_{2,\text{sub}}$

$$t_{1,\text{sub}} = 3\sigma_{1,\text{sub}}$$

$$t_{2,\text{sub}} = \sqrt{L_{\text{assy}}^2 - t_{1,\text{sub}}^2}.$$  

On the other hand, if the subset mean $\mu_{1,\text{sub}}$ had been known then it would have been possible to define an adjusted target $L_{2,\text{sub}}$ for a matching subset of Component 2 to help meeting the desired $L_{\text{assy}}$.

$$L_{2,\text{sub}} = L_{\text{assy}} - \mu_{1,\text{sub}}.$$  

### 3 Statistical feed-forward control model (SFFCM)

SFFCM divides the system in two parts, a feeding and a controlled sub-system, to place an intermediate observation point between them (Fig. 2). Thus, by means of applying iteratively SDSM any possible deviation detected in the output of the feeding Sub-system A could be countered by altering the input to the controlled Sub-system B to prevent the occurrence of defective units from within the system. The implementation of SFFCM only makes sense if a long time scale component in the variation can be detected in the output of the feeding Sub-system A [2, 3].

#### 3.1 Subset size

The subset size is defined by the number of consecutive units coming out of the feeding Sub-system A from which a sample will be drawn to determine the adjustments to the input of the controlled Sub-system B. The subset size determines the number of adjustments.

#### 3.2 Sampling strategy

The sampling strategy comprises two aspects: the number of observations per subset and the selection method in which the sample will be drawn: either simple or systematic random sampling [6], p. 52 with individual or common selection pattern for all subsets [7, 8].

#### 3.3 Long term variation modelling

Since SFFCM exerts the control by means of determining the values of $L_{2,\text{sub}}$ that counter the drift experienced by $\mu_{1,\text{sub}}$ through time, finding a proper central tendency measure for each subset is crucial to succeed. In this work, two approaches were considered: the sample mean and the cumulative de-noised average.

The cumulative de-noised average, $\bar{x}_{1,\text{sub},\text{cdna}}$, is based on the accumulation of knowledge about the population. Basically, the observations of the current and the previous subsets are processed by a noise reduction algorithm that delivers a new set of points which is used then to construct a smoother curve by interpolating consecutive points. The points of the new curve corresponding to the current subset are finally averaged to obtain $\bar{x}_{1,\text{sub},\text{cdna}}$ as the central tendency measure of the current subset (Fig. 3).

### 4 Experiments

Forty experiments were designed considering three factors: number of adjustments (subset size), sampling strategy and central tendency measure.

### 5 Simulation

The production of 1000 assemblies made of two components was simulated and replicated 700 times. Every replication was made employing a new population generated randomly using Monte Carlo Methods. Whereas the inspection rate was set to 20%; the number of adjustments was shifted between 2 and 10. The numbers in Tables 4 and 5 average the result of 700 000 tries.
Following the definition of SFFCM, Component 1 represented the feeding Sub-system A and Component 2 the controlled Sub-system B. Thus, the variable to control was the length of the latter.

The initial simulation conditions, nominal specifications and manufacture process characteristics, are summarized in Table 2.

The values above can be derived from the following formulae \[5\], p. 339, \[9\], p. 91.

\[ \mu_{\text{assy}} = \mu_1 + \mu_2 \]  
\[ \sigma_{\text{assy}} = \sqrt{\sigma_1^2 + \sigma_2^2} \]  
\[ C_{p,1} = t_1/3\sigma_1 \]  

The following assumptions were taken as valid:

- The process variation is a function of time and it can be separated into random noise and potentially controllable long time variation.
- The noise of the populations' length variation is normally distributed.
- No correlation exists between the lengths of the components’ populations.
- Processes are stable and they respond predictably to the adjustments.

5.1 Simulation results

Tables 3 and 4 show that, regardless of the sampling strategy, the system output is sensitive to the application of the cumulative de-noised average \( \bar{x}_{1,\text{sub,cdn}} \) as central tendency measure. Particularly, experiments 2, 4, 6 and 8 systematically delivered better results when the number of adjustments was either 8 or 10 (Fig. 4).

Differently from previous works \[1,3,7,10\] in which 10 adjustments along with the use of the sample mean as central tendency measure were customary, this simulation showed that only 8 adjustments combined with the cumulative de-noised average can deliver better results without...
Table 6. St. Dev. of the average standard deviation values \( \sigma_{\text{assy, adj}} \).

<table>
<thead>
<tr>
<th>Exp</th>
<th>2-Adj</th>
<th>4-Adj</th>
<th>5-Adj</th>
<th>8-Adj</th>
<th>10-Adj</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0050</td>
<td>0.0048</td>
<td>0.0050</td>
<td>0.0049</td>
<td>0.0051</td>
</tr>
<tr>
<td>2</td>
<td>0.0048</td>
<td>0.0051</td>
<td>0.0054</td>
<td>0.0050</td>
<td>0.0052</td>
</tr>
<tr>
<td>3</td>
<td>0.0048</td>
<td>0.0050</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0050</td>
</tr>
<tr>
<td>4</td>
<td>0.0047</td>
<td>0.0049</td>
<td>0.0048</td>
<td>0.0052</td>
<td>0.0053</td>
</tr>
<tr>
<td>5</td>
<td>0.0048</td>
<td>0.0051</td>
<td>0.0049</td>
<td>0.0051</td>
<td>0.0049</td>
</tr>
<tr>
<td>6</td>
<td>0.0049</td>
<td>0.0051</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
</tr>
<tr>
<td>7</td>
<td>0.0047</td>
<td>0.0050</td>
<td>0.0050</td>
<td>0.0051</td>
<td>0.0047</td>
</tr>
<tr>
<td>8</td>
<td>0.0048</td>
<td>0.0051</td>
<td>0.0051</td>
<td>0.0052</td>
<td>0.0053</td>
</tr>
</tbody>
</table>

Average mean - 700 Replications

The difference between using the sample mean (dark stepped line) and the cumulative de-noised average (white stepped line) to model the long time component of the variation (light smooth curve) is shown in Figure 5.

6 Conclusions

While both the number of adjustments and the central tendency measure showed to impact significantly the simulation results; the sampling strategy did not show a definitive influence.

Acquiring and using knowledge about the variation through the time proved to be worthy. It made possible to reduce the number of adjustments, and therefore the cost and effort, without sacrificing the neither the effectiveness of the controller nor the stability of the system.

Fig. 4. Average mean and average standard deviation.
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Fig. 5. Sample mean (dark line) v/s cumulative de-noised average (white line).
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