Generation of numerical artefacts for geometric form and tolerance assessment
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Abstract. This paper describes an approach to generating reference data sets to evaluate the performance of algorithms used in coordinate metrology for form and geometric tolerance assessment. The approach starts with the reference results, e.g., the solution feature parameter values, and then determines the coordinate data. In this way, the expensive development of reference software is avoided. In this paper we consider the generation of reference data associated with determining the best-fit surface according to the least squares (Gaussian) and Chebyshev criteria.
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1 Introduction

Much of coordinate metrology depends on complex computations involving the analysis of coordinate data, e.g., to determine the best-fit geometric feature to a set of coordinate data according to the least squares, Chebyshev, or other criteria [1-3]. In order that traceability of coordinate metrology is maintained it is necessary to examine the computational links in the traceability chain in order to make sure they are fit for purpose [4].

We suppose the computational task can be described in terms of a deterministic function \( a = C(x) \) where \( x \) represents the input data and \( a \) is the exact mathematical solution of the computational problem. A standard approach [5] for investigating the correctness of computational software is to generate reference input data and output data \((x, a)\), sometimes known as a reference pair, where \( x \) and \( a \) obey the exact mathematical relationship to a high degree of accuracy. The algorithm/software \( A \) under test will then be applied to the data \( x \) to calculate a solution estimate \( \tilde{a} = A(x) \). The difference between the reference solution \( a \) and the computed solution \( \tilde{a} \) is a measure of the fitness for purpose of the algorithm \( A \).

The central issue to address in using this approach is the generation of the reference pairs \((x, a)\). The standard approach is to develop a reference algorithm/software implementation, \( R \), in which there is a high degree of confidence and then use the results \( R(x) \) calculated by the reference software to create the reference pair \((x, R(x))\). This approach tends to be very expensive in terms of the resources required. There also remains the question of how to assess the accuracy or fitness for purpose of the reference algorithm. The data generator approach [3,5,6] starts instead with the solution \( a \) and then generates input data \( x \) such that \( a = C(x) \) holds to a high degree of accuracy. The data generation problem can be considered as an inverse problem in which the inputs are generated in order to achieve a known output. For many computational problems, solving the inverse problem is much simpler. Often there is the added advantage that the correctness of reference data and results can be validated from first principles.

2 Why computational software will not determine mathematically exact answers

There are a number of reasons why computational software will not return the mathematically exact answer. One immediately thinks of bugs in the software or other software engineering faults. However, even software implementations that are bug-free will not return the exact answer. Often for complex calculations, an approximate method is implemented, based on a linearised model, for example. For some types of input data, these approximate methods may be sufficiently accurate, but provide poorer results for other types of input data.

Many computational problems in coordinate metrology involve the solution of a set of nonlinear equations to which iterative techniques are applied. These algorithms require convergence tolerances to be set in order to assess when the iterative algorithm has converged to the solution. The accuracy of the computed solution depends directly on the assigned tolerances. Again tolerances that are appropriate for one type of input data may be less appropriate for another.

Most iterative algorithms used to solve a nonlinear problem are only guaranteed to find a local optimum [7], which may or may not be the global optimum. In general it is very difficult to construct algorithms that can find the
global optimum. This problem applies particularly to the
case of geometric form and tolerance assessment according
to the Chebyshev and related criteria, for it is known that
there can be a number of local minima close to each other
in parameter space. For example, in flatness assessment it
is possible to generate (somewhat artificial) data sets with
m data points for which there are of the order of m global
minima.

Finally, computations are performed in finite precision
and the input data and output results are represented in
finite precision. For most computational problems, it is
impossible to represent a mathematically exact reference
pair in finite precision.

3 Numerical accuracy of reference pairs

The accuracy of a reference pair \((x, a)\) can be quantified in
a number of ways. The forward accuracy, \(D_F\), is such that
\[ D_F^2 = \Delta a^T M_F \Delta a, \]
where \(\Delta a = a - C(x)\), and \(M_F\) is a
symmetric positive definite defining a norm on the
solution space. This measure depends on the distance from the
computed solution to the mathematically correct solution
for the input data \(x\). A second measure is the inverse or
backward accuracy \(D_B\) which is such that
\[ D_B^2 = \min_{\Delta x} \Delta x^T M_I \Delta x \]
subject to the constraint \(a = C(x + \Delta x)\), where \(M_I\) is a
symmetric positive definite definite matrix. This measure depends
on the amount required to perturb the input data in order
that the computed solution is the mathematically exact
solution for the perturbed data. It is possible to combine
these measures in a hybrid measure \(D_H\) given by
\[ D_H^2 = \min_{\Delta x, \Delta a} \begin{bmatrix} \Delta x \\ \Delta a \end{bmatrix}^T \begin{bmatrix} M_I & M_I \\ M_I & M_I \end{bmatrix} \begin{bmatrix} \Delta x \\ \Delta a \end{bmatrix} \]
subject to the constraint \(a + \Delta a = C(x + \Delta x)\).

4 Least squares orthogonal distance regression

Let \(u \mapsto f(u, b)\) define a parametric surface where \(u = (u_1, u_2)^T\) are the footpoint or patch parameters and \(b = (b_1, b_2, \ldots, b_n)^T\) are the parameters defining the position
and shape of the surface. Given a set of coordinate data \(X = \{x_i, i = 1, \ldots, m\}\), let \(d(x_i, b) = \min_u \|x_i - f(u, b)\|\) be the
orthogonal distance from the point \(x_i\) to the surface
defined by parameters \(b\). If \(u^*_i\) is the optimal set of foot-

point parameters and \(n_i\) is the normal vector to the surface
at \(f(u^*_i, b)\), then
\[ d(x_i, b) = (x_i - f(u^*_i, b))^T n_i, \]
and
\[ \frac{\partial d}{\partial b_j}(x_i, b) = -\left( \frac{\partial f}{\partial b_j} \right)^T n_i, \]
evaluated at \(u^*_i\).

In least squares orthogonal distance regression
(LSODR \([3, 7, 8]\)), the best-fit surface to the data set \(X\) solves
\[ \min_b \sum_i d^2(x_i, b). \]

4.1 Data generation for LSODR

If \(J\) is the Jacobian matrix of partial derivatives \(\partial d_i/\partial b_j\),
then the first order optimality conditions for \(b\) to be a
solution of the LSODR problem are that \(J^T d = 0\), i.e.,
\(d = (d_1, \ldots, d_m)^T\) is in the null space of \(J\). Let \(X^* = \{x^*_i, i = 1, \ldots, m\}\) with \(x^*_i = f(u^*_i, b)\) lying exactly on the
surface \(u \mapsto f(u, b)\), \(J\) the Jacobian matrix evaluated
at \(X^*\) and \(n^*_i\) the normal vector to the surface at \(x^*_i\). If
\[ X = \{x^*_i + e_i n^*_i, i = 1, \ldots, m\} \]
represents a perturbation of \(X^*\) normal to the surface then
the Jacobian matrix associated with \(X\) is also \(J\). Furthermore,
\(d(x_i, b) = e_i\), so \(b\) will satisfy the optimality conditions
for \(X\) so long as \(J^T e = 0\). \(e = (e_1, \ldots, e_m)^T\). The
problem of data generation to reduces to that of determining
a vector in the null space of a matrix \([3, 6, 9]\). Standard
techniques involving orthogonal factorisation \([10]\) can be
used to achieve this. If the Jacobian matrix is factored as
\[ J = Q R = [Q_1 \, Q_2] \begin{bmatrix} R_1 \\ 0 \end{bmatrix} = Q_1 R_1, \]
where \(Q\) is an orthogonal matrix and \(R_1\) is an upper-
triangular matrix, then for any \((m - n)\) vector \(\tilde{e}\), \(e = Q_2 \tilde{e}\) is such that \(J^T e = 0\). Conversely, if \(J^T e = 0\), then
\(e = Q_2 \tilde{e}\), where \(\tilde{e} = Q_2^T e\). For large data sets, it is neces-
sary to represent the orthogonal matrices compactly in
terms of Householder transformations, for example \([10]\).
Note that for any \(r\), if \(p\) solves the linear least squares
system \(Jp = r\), then \(e = r - Jp\) is in the null space of \(J\).

4.2 Data sets for fixed shapes

Many fitting problems involve fitting a fixed shape, de-

fined by a CAD file, to point cloud data. In this case, the
optimisation parameters only involve three translation pa-
rameters, three rotation parameters and (optionally) one
scale parameter. If the shape has translational or rota-
tional symmetry then one or more transformation parameters
have to be fixed. For example, a cylinder has one
translational and one rotational symmetry, so that only
four transformation parameters are required. For the gen-
eral case, given \(x^*_i\) lying exactly on the fixed parametric
surface with associated normal vector \(n^*_i\), the correspond-
ing row of the Jacobian matrix is
\[ [-n^*_i, x^*_i \times n^*_i - (x^*_i)^T n^*_i]. \]
This means that the data generation problem is defined by
\(x^*_i\) and \(n^*_i\) alone and that no further information about
the surface, however complex it may be, is required.
4.3 Customised data sets for LSODR

Given a perturbation vector $d_0$ representing a particular type of form error, for example, we can find the vector in the null space closest to $d_0$ by solving $\min_d \|d - d_0\|^2$ subject to $J^T d = 0$, a linear least squares problem subject to linear equality constraints. Again this problem can be solved using standard orthogonal factorisation techniques. If $J$ has factorisation as in expression (1), then the solution $d$ is given by $d = Q_2 Q_1^T d_0$, the projection of $d_0$ onto the null space of $J$. Again, for large data sets it is important that the calculations involving the orthogonal matrix are performed using a compact representation of the matrix [10].

Figure 2 shows a 2 dimensional example of this approach for the case of fitting a circle to data. The data points, dots, are generated such that the least squares best-fit circle to the data is the circle centred at the origin with radius 100 mm, solid curve.

4.4 Data sets modelling systematic effects associated with measurement systems

The data gathered by a coordinate measuring machine (CMM) can be modelled as $x = x^* + s(x^*, c) + e$, where $x$ are the measured coordinates, $x^*$ are the true coordinates, $s(x^*, c)$ models the systematic error behaviour of the coordinate measuring system, e.g., the kinematic errors of a CMM, and depends on parameters $c$, and $e$ is a random effect. Similar to the case of form error, data sets can be generated that mimic systematic error behaviour associated with measurement systems. Figure 3 shows the null space data generation of a least squares circle fit mimicking a 2 dimensional coordinate measuring system with scale errors along each of the two axes and a squareness error [11].

4.5 Data sets with pre-assigned spatially correlated form error

Figures 2 and 3 concerning the generation of data mimicking form error or systematic behaviour associated with a coordinate measuring system are based on functional models in which the required deviation is given as a function of location on the surface. A more general approach is to specify the behaviour in terms of spatial correlation, reflecting the fact that nearby points on a surface will, in general, be associated with similar errors [12,13]. One approach is as follows. Let $e$ and $e'$ be the error at locations $x$ and $x'$, respectively, that are correlated according to
The parameter $\lambda$ defines the length scale over which the errors are correlated while $\sigma^2$ is the variance associated with the errors at any point on the surface. Given a set of points $X^* = \{x_i^*, i = 1, \ldots, m\}$ lying exactly on a surface, we evaluate the $m \times m$ variance matrix $V$ with $V_{ij} = k(x_i^*, x_j^*)$. If $V$ has Cholesky factorisation $V = LL^T$, then if $r$ is an $m$-vector of random samples from a standard normal distribution, $\tilde{e} = Lr$ is a random sample with variance matrix $V$. If the Jacobian matrix $J$ is factored as in (1), then $e = Q_2(Q_1^T\tilde{e})$ is in the null space of $J$ and represents errors reflecting the correlation structure.

Figure 4 shows the null space data generation for a least squares circle fit, with pre-assigned spatial correlation associated with the form error. Both Figures 1 and 4 represent errors generated at random. However, the correlation structure associated with Figure 4 ensures a smoother and more realistic departure from the ideal shape.

In summary, the data generation problem for the nonlinear LSODR problem can be solved using simple linear computational techniques, and can be used flexibly to mimic different behaviours. We note that in Figures 1–4, all data sets have the same least squares best-fit circle and all data sets give rise to the same value of the sum of squares of residual errors, i.e., represent deformations from the ideal geometry of the same magnitude.

5 Chebyshev orthogonal distance regression

The Chebyshev orthogonal distance regression (ChODR) problem is also posed in terms of the distance function: $\min_b \max_i |d(x_i, b)|$. An equivalent formulation is

$$\min_{b, e} e \quad \text{subject to} \quad -e \leq d(x_i, b) \leq e, \quad \forall i,$$

an optimisation problem involving a linear objective function and generally nonlinear inequality constraints. The parameter $e$ represents the form error. As such, the ChODR problem is much more difficult to solve than its least squares counterpart. If there are $n$ surface parameters $b$, up to $n + 1$ constraints are active at the solution. In fact, there can be more, but to first order they will be linearly dependent, a situation known as degeneracy, and one which has to be treated carefully by ChODR algorithms. Each inequality constraint defines a hypersurface in Euclidian $(n + 1)$-space. If there are exactly $(n + 1)$ (non-degenerate) constraints active at the solution, the solution parameters are defined by first order conditions, the Kuresh-Kuhn-Tucker (KKT) conditions [3,7], involving the partial derivatives of the distance function. Geometrically, the solution is defined at the vertex of $(n + 1)$ intersecting hypersurfaces, and is referred to as a vertex solution. Otherwise, the optimality conditions for a solution depend additionally on second order information involving the second order partial derivatives of the distance functions. Such a solution is referred to as a non-vertex solution. Non-vertex solutions arise quite naturally. For example, the sphere of smallest radius enclosing a set of points can be defined by four points, three points (lying on a great circle) or two points (at the ends of a diameter).

5.1 Data generation for ChODR

The data generation problem for ChODR is also more complex than that for its least squares counterpart, and more research is required, in particular to guarantee a global minimum [3]. However, some progress has been made. Consider the problem of fitting a design surface (geometric element or CAD model) to a set of data points in which the only parameters to be optimised are six position parameters (three translation, three rotation) and one global scale parameter, seven in all. In this case, the first order optimality constraints for a non-degenerate vertex solution are as follows. There are eight constraints active at the solution. Let $I^+ = \{i : e = d(x_i, b)\}$ and $I^- = \{i : -e = d(x_i, b)\}$ and $n_i$ be the normal to the surface $u \mapsto f(u, b)$ at $x_i$. Then the KKT conditions are that there exist Lagrange multipliers $\lambda_i \geq 0$ such that

$$\sum_{i \in I^+ \cup I^-} \lambda_i = 1,$$

$$\sum_{i \in I^+} \lambda_i n_i = \sum_{i \in I^-} \lambda_i n_i,$$

$$\sum_{i \in I^+} \lambda_i x_i n_i = \sum_{i \in I^-} \lambda_i x_i n_i,$$

and

$$\sum_{i \in I^+} \lambda_i x_i^T n_i = \sum_{i \in I^-} \lambda_i x_i^T n_i.$$
1. Determine eight points \( x_i^* \), \( i \in I = \{1, \ldots, 8\} \), lying exactly on the surface \( u \mapsto f(u, b) \) and corresponding normal vectors \( n_i^* \). Evaluate the \( 8 \times 7 \) matrix \( J \) whose \( i \)th row is \( -n_i^* \times n_i^* - (x_i^{*T}) n_i^* \). It is required that the points are chosen so that this matrix is full rank.

2. For all partitions \( I = I^+ \cup I^- \), solve the KKT equations above for the \( \lambda_i \). There will be two mutually anti-symmetric partitions for which the solution Lagrange multipliers are positive.

3. For such a partition \( I = I^+ \cup I^- \) and \( e > 0 \), set \( x_i = x_i^* + e n_i^* \), for \( i \in I^+ \), and \( x_i = x_i^* - e n_i^* \), for \( i \in I^- \).

4. Generate at random additional points \( x_i^* \) on the surface and set \( x_i = x_i^* + \delta_i n_i^* \), where \( \delta_i \in [-e, e] \) is chosen at random.

For sufficiently small \( e \), \( b \) defines a local solution for the ChODR problem.

The above scheme can be generalised to determining a vertex solution for the more general ChODR problem. For this case, the KKT first order conditions for a local minimum are given by \( \lambda_i \geq 0 \), \( \sum_{i \in I^+ \cup I^-} \lambda_i = 1 \), and

\[
\sum_{i \in I^+} \lambda_i \nabla d(x_i, b) = \sum_{i \in I^-} \lambda_i \nabla d(x_i, b).
\]

Given \((n + 1)\) points \( x_i^* \) lying exactly on the surface, let \( J \) be the \((n + 1) \times n\) matrix of partial derivatives

\[
J_{ij} = \frac{\partial d}{\partial x_j}(x_i^*, b).
\]

Let \( P \) be an \((n + 1) \times (n + 1)\) diagonal matrix with \(+1\) on the diagonal representing a partition of the points on to the outer and inner surfaces. We require a partition \( P \) such that the solution of

\[
\begin{bmatrix} 1^T \\ JP \end{bmatrix} \lambda = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

is such that \( \lambda_i \geq 0 \). Here, \( 1^T \) is an \((n + 1)\) row vector of ones. Such a partition can be found by trying all \( M = 2^n \) partitions. This task can be made more efficient by noticing that if \( Q \) is an orthogonal matrix such that \( Q^T J \) is upper-triangular, then so is \( Q^T J P \). Using this fact the required number of steps to search all partitions is \( O(Mn^2) \) instead of \( O(Mn^3) \).

### 5.2 Example: Elliptic hyperboloid

An elliptic hyperboloid in standard position is given parametrically by

\[
f(u, s) = \begin{bmatrix} s_1 \cos u \cosh v \\ s_2 \sin u \cosh v \\ s_3 \sinh v \end{bmatrix},
\]

involving three shape/size parameters \( s = (s_1, s_2, s_3)^T \).

Along with the six parameters determining the position of the surface, the surface is defined by nine parameters so that a vertex solution is defined by ten data points. Table 1 gives the coordinates of ten points that lie exactly on an elliptic hyperboloid with semi-axes \( s_1 = 100 \), \( s_2 = 150 \), and \( s_3 = 200 \). The final column shows which points are to be perturbed to lie on the outer or inner surfaces in order to define a vertex solution for the ChODR problem.

### 6 Discussion

The null space approach for generating reference data for the LSODR problem is reasonably mature and effective. For the ChODR problem, only approaches to generating vertex solutions have been implemented. Some progress in generating non-vertex solutions has been made [3], but this problem still needs further research. A new European research project, Traceability of Computationally-Intensive Metrology, involving a number of European national metrology institutes and universities, has been funded to undertake this research [14].
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